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In recent years, with the expansion of online shopping and the importance of 

user feedback in improving the quality of products and services, sentiment 

analysis of user reviews has become one of the most important tools and 

opportunities for online businesses and services. In this research, various 

approaches based on Convolutional Neural Networks (CNN), BERT language 

model, and FastText language model have been examined for sentiment 

analysis of user reviews about mobile phones in aspects such as camera, battery, 

and price in an online marketplace. In this regard, the data were labeled based 

on aspects and categorized into three sentiments: positive, negative, and neutral. 

Additionally, to improve the performance of the proposed approaches and 

address data imbalance, data augmentation methods were utilized and their 

impact was analyzed. Finally, using the proposed models, very high accuracy 

in detecting positive, negative, and neutral reviews in each aspect was achieved. 

According to the results, the proposed CNN-based approach performed better 

than the other two proposed methods on the given data. 
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مقاله پژوهشی 

  كاربران در يك بازارگاه برخط  نظرهايروي  بر جنبه مبتنی تحليل احساسات

 

   1فاطمه صدری ،،*1رفسنجانی -امیر جهانگرد،   1فاطمه مودی

 

 

 چکیده  اطلاعات مقاله

 09/02/1403  :  دریافت مقاله

 03/01/1404بازنگری مقاله:  

 11/03/1404پذیرش مقاله:  

 
اینترنتی و اهمیت بازخورد کاربران دردر سال بهبود   های اخیر، با توجه به گسترش خریدهای 

ترین ابزارها  مهم کاربران به یکی از  نظرهایکیفیت محصولات و خدمات، تحلیل احساسات روی  

رویکردهای  پژوهش  در این    .وکارها و خدمات برخط تبدیل شده استروی کسب های پیشو فرصت

برای    تکستفست زبانی    مدل همچنین  زبانی برت و    مدل ،  پیچشیبر شبکه عصبی  مختلف مبتنی

قیمت در    های دوربین، باتری وکاربران در مورد تلفن همراه در جنبه  نظرهایتحلیل احساسات  

سه    سبر اسابر جنبه و  ها مبتنیدر همین راستا، داده  .شده استیک بازارگاه اینترنتی بررسی  

خنثی و  منفی  مثبت،  رویکردهای   برایهمچنین    .شدگذاری  برچسب   احساس  عملکرد    بهبود 

شده  ها بررسی  ها استفاده و تأثیر آنهای افزایش داده ها، از روش عدم توازن بین داده   و  پیشنهادی

مثبت،    نظرهایدقت بسیار بالایی در تشخیص    های پیشنهادی،در نهایت با استفاده از مدل   .است

بر شبکه عصبی  رویکرد پیشنهادی مبتنی  نتایج،  بر اساس  .آمددست  جنبه بهمنفی و خنثی در هر  

 . های مورد نظر داشته استداده   نسبت به دو روش پیشنهادی دیگر روی  ، عملکرد بهتریپیچشی
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 واژگان كلیدی: 

 تحلیل احساسات، 

 ، تکستفست

 ،  نظرهامختلف  های  جنبه

 یادگیری عمیق، 

 ، پیچشیشبکه عصبی  

 برت. 
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 1مقدمه   -1
و   اینترنتی  خریدهای  وب،  فضای  از  استفاده  گسترش  با 

برخط سال تعاملات  در  و  کاربران  بازخورد  اخیر،  های 

به  نظرهای محتوای  کاربران  از  ارزشمند  منبعی  عنوان 

دنیای در  می مصرفی  معرفی  به    .شودوب  عوامل،  این 

 تر ایندقیق  و تحلیل  تجزیهدهد تا با  ها امکان میسازمان

کاربران، خدمات و محصولات خود را    هایها و نظرورودی

اطلاعات برای بهبود تجربه    همچنین، از این   .بهبود بخشند

بهره بهبود عملکرد کلی سازمان و  از  کاربری،  بهتر  برداری 

به این اهداف،   دستیابیبرای  .[ 1]ند خود استفاده کن منابع

میسازمان بهره  احساسات  تحلیل  از  فرآیند   .برند ها    این 

ارزی و  شامل  تحلیل   تجزیهابی   برایکاربران    نظرهای   و 
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 .یرانا یزد،

احساسات، بهتر  فهم  و  آننگرانی  شناخت  تمایلات  و  ها  ها 

بهره  .است سازمانبا  تحلیلی،  ابزارهای  این  از  ها  گیری 

عمیق   توانندمی شناخت  واکنش به  از  وتری  نیازهای    ها 

  های گیری تصمیم  مشتریان خود دست پیدا کنند و در نتیجه

  .بهتری داشته باشند

برخط،  خدمات  افزایش  و  تکنولوژی  پیشرفت  با    امروزه، 

در یک بازارگاه برخط   مشتریان  نظرهای تحلیل احساسات  

می و  دارد  زیادی  بسیار  آن اهمیت  پیشرفت  به  تواند 

از جمله    .رضایت مشتریان کمک کند   وکار و افزایش کسب

کسب در  احساسات  تحلیل  اهمیت  رک  د؛  وکارهادلایل 

مشتری خدما  ،نیازهای  و  محصولات  فزایش  ا  ت،کیفیت 

مشتریان جدیدذج،  رضایت  مشتریان  بینی  پیشو    ب 
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   .است مشکلات آینده

افکار،    ،کلمات بیان  برای  افراد    نظرهایابزاری  نیازهای  و 

ممکن است در همه موارد    حال، یک کلمهعیندر  .هستند

  وابسته به کاربرد آن معنی یکسانی نداشته باشد و معنی آن  

ها از مواردی است که  این پیچیدگی در زبان  .گیردشکل می

چالش  با  را  احساسات  می  تحلیل  تحلیل    . کندمواجه 

توجه های قابلاحساسات در زبان فارسی، با وجود پیشرفت

[.  2رو است ]هایی روبههای اخیر، همچنان با چالشدر سال

:  به موارد زیر اشاره کردتوان  ها میترین این چالشاز مهم

منابع(  1) و  داده  زبان:  کمبود  با  مقایسه  مانند  در  هایی 

داده فارسی  انگلیسی،  احساسات  تحلیل  برای  های کمتری 

می کمبود  این  است.  دسترس  و در  آموزش  فرایند  تواند 

 . [ 3] ها را محدود کندتنظیم مدل

فارسی(  2)  زبان  دارای زبان  :  پیچیدگی ساختاری  فارسی 

های خاص  ای است که شامل ترکیبساختار زبانی پیچیده

می متنوع  اصطلاحات  و  وجود  کلمات  همچنین،  شود. 

مدلاشتباه دقت  نوشتاری،  نویزهای  و  املایی  های  های 

 . دهدتحلیل احساسات را کاهش می

بسیاری از واژگان فارسی بسته به   : چندمعنایی واژگان(  3) 

ها نیازمند  تی دارند. درک صحیح این واژهزمینه، معانی متفاو 

.  [2] هاستتحلیل دقیق متن و شناخت درست کاربرد آن

برای بهبود دقت و کارایی تحلیل احساسات در زبان فارسی،  

مدل این  توسعه  رفع  برای  راهکارهایی  و  پیشرفته  های 

 .[4] ها ضروری استچالش

درباره  این پژوهش با هدف تحلیل احساسات نظرات کاربران  

و  جنبه  برخط  بازارگاه  یک  در  همراه  تلفن  مختلف  های 

پیش فرآیند  دادهبررسی  انجام  پردازش  فارسی  زبان  در  ها 

تحلیل  مختلف  رویکردهای  راستا،  این  در  است.  شده 

تحلیل   برای  مناسب  رویکردی  و  شده  بررسی  احساسات 

پیش و  دادهاحساسات  گردیده  پردازش  ارائه  فارسی  های 

 2پیچشی رویکردهای پیشنهادی شامل شبکه عصبی . است

(CNN) 3، مدل زبانی برت (BERT)   با تنظیم اختصاصی

هستند.    4تکستهای پژوهش و مدل زبانی فستروی داده

مدل این  کارایی  و  دقت  بهبود  پژوهش،  این  در  هدف  ها 

این منظور، مجموعه    . تحلیل احساسات فارسی است برای 

کارداده نظرات  شامل  با  ای  همراه،  تلفن  درباره  بران 

 
2 Convolutional Neural Network 

3 Bidirectional Encoder Representations from Transformers 

4 FastText 

5 Data Augmentation 

جنبهبرچسب  اساس  بر  خنثی  و  منفی  مثبت،  های  های 

مدل عملکرد  است.  شده  ایجاد  جنبه مختلف  هر  برای  ها 

صورت جداگانه ارزیابی شده است. همچنین، با بررسی و  به

،  6ها سازی دادهو متوازن   5ها داده  های افزایشآزمایش روش

تا دقت مدل است  یابد تلاش شده  بهبود  با    .ها  نهایت،  در 

های پیشنهادی، تنظیم دقیق فراپارامترها  سازی شبکهپیاده

های  ها روی دادهو انتخاب مقادیر بهینه، عملکرد این مدل

 . موردنظر ارزیابی شده است

 ق یتحق نهیشیو پ ینظر نی مبا - 2
سالرسانه در  اجتماعی  رشد  های  اخیر  چشمگیری  های 

به  داشته  وب  اینترنت،  از  استفاده  روزافزون  افزایش  با  اند. 

از مهم تبدیل شده استیکی  منابع اطلاعاتی    . [39]  ترین 

نفر  میلیون  فروشگاه  نظرها ها  در  را  خود  احساسات  های  و 

وبلاگ بشبکه  و   هااینترنتی،  اجتماعی  اشتراکهای   ه 

گسترده  .گذارند می تحجم  تولیدشده  محتوای  وسط ی 

یکی  های اجتماعی را به  رسانه  بسترهای اینترنتی و   ؛کاربران

  . ی افکار عمومی تبدیل کرده استترین منبع دادهگسترده از  

نظارت بر افکار عمومی و   برایها  از این رو تحلیل این داده 

تحلیل احساسات   .یک ضرورت استگیری کمک به تصمیم

های تولیدشده  دادههایی است که برای تحلیل از روش یکی

   .[6 و 5] شودتوسط کاربران استفاده می

 سطوح تحلیل احساسات  - 1- 2

سند  سطح  سه  در  معمولا  احساسات  و    8جمله  ،7تحلیل 

به بررسی این که کل   در سطح سند  .شودبررسی می  9جنبه 

می پرداخته  است  منفی  یا  مثبت  نظر  حاوی  و    شودسند 

اساسبندی  دسته  صورت   بر  سند  کلی  نظر  و  احساس 

ها در نظر  ای از جمله توان مجموعه سند را می  .[7]  گیردمی

زمانی بهترین عملکرد را   بندی در سطح سند گرفت و طبقه

دارد که سند توسط یک شخص و یا در رابطه با موضوعی 

جمله    تمرکز بر در سطح جمله   .[8] نوشته شده باشد  خاص

تعیین   یا خنثی بودناست و هدف  ی جمله  مثبت، منفی 

است نظر  در    .[9]  مورد  احساسات  تحلیل  معایب  از  یکی 

که است  این  سند  در   سطح  متفاوت  احساسات  تشخیص 

موجودیت  استمورد  دشوار  مختلف  مواقع  .های  این   در 

احساسات در سطح جمله   بهتری تواند  میتحلیل  عملکرد 

6 Data Balancing 
7 Document Level 

8 Sentence Level 

9 Aspect Level 



   کاربران در یک بازارگاه برخط   نظرهایروی    بر جنبهمبتنی  تحلیل احساسات                                                                                   30
 

 1405بهار  ،  84، شماره  بیست و چهارمسال             مجله مدل سازی در مهندسی 

های  ها یا ویژگیجنبهبه بررسی    ،سطح جنبه  . داشته باشد

مربوط به هر کدام   ها و تحلیل احساساتگوناگون موجودیت 

  دهد تری ارائه می پردازد و در نتیجه تحلیل دقیقها میاز آن 

  و   ابتدا موضوعات  ؛از تحلیل احساسات  در این سطح   .[10]

جنبهموجودیت  و  بیانها  و های  شناسایی  متن  در    شده 

یل احساس برای هرکدام از  شود، سپس به تحلاستخراج می

ها و  با شناسایی جنبه این رویکرد .شودپرداخته میها جنبه 

شده توسط نویسنده، اطلاعات کاملی را در  موضوعات بیان

شود  در واقع در این سطح مشخص می  . دهداختیار قرار می

افراد دقیقا  را دوست دارند  که  را   چه چیزی  و چه چیزی 

 . [1]  دوست ندارند

ی اکثر مواقع، رویکردهای تحلیل احساسات به سه دستهدر  

مبتنی  کلی رویکردهای  واژگانشامل  رویکردهای    ،10بر 

  .شودتقسیم می 12و رویکردهای ترکیبی 11یادگیری ماشین 

یادگیری ماشین پرکاربردترین رویکرد در تحلیل احساسات 

های یادگیری  بندی احساسات به الگوریتم طبقه   است و برای

ویژگی و  استماشین  متکی  زبان  به  .[5]  های  ادامه   در 

 . پردازیمبررسی هر کدام از این رویکردها می

 بر واژگان مبتنی  تحلیل احساسات  رویکردهای  - 2- 2
بر  بر واژگان، که به آن رویکرد مبتنیرویکردهای مبتنیدر  

بر احساس احساسات مبتنی  گویند، تحلیلنیز می  13دانش

شده  ای از واژگان با بار احساسی شناختهواژگان و مجموعه 

استتعیین  پیشاز  و شباهت  .شده  از  روش  این  های  در 

استفاده  عبارات  و  کلمات  به  می  عاطفی  آن  دقت  و  شود 

ازوزن  است  14دهدیزشآموقبلهای    . [13  و  12] وابسته 

سطح جمله   در  بر واژگان در تحلیل احساساترویکرد مبتنی

های آموزشی رویکرد نیازی به داده  این  . بسیار کاربردی است

از و  آن  این  ندارد  بهرو،  بدونرا  رویکرد   15نظارت  عنوان 

گرفتمی نظر  در  این    .توان  اصلی  مشکل  دیگر،  سوی  از 

است، زیرا کلمات در    ی کاربردیرویکرد وابستگی به حوزه

معانی و مفاهیم متعددی داشته توانند  می  های مختلفحوزه 

حوزه  .باشند در  مثبت  کلمه  یک  است  ممکن  ای  بنابراین 

 . [ 13] متفاوتی داشته باشد مفهوم ی دیگراخاص، در حوزه

 

 
10 Lexicon-Based 
11 Machine Learning 
12 Hybrid 
13 Knowledge-Based 
14 Pre-Learned 

مبتنی  رویکردهای   - 3- 2 احساسات   بر تحلیل 

 یادگیری ماشین 

طبقه  برای  ماشین  یادگیری  قطبیت رویکردهای   16بندی 

یا)احساسات   منفی  مثبت،  مثال  بودن  برای  به    (،خنثی 

نظارتروش یادگیری  نظارت،   ،17شدههای  بدون    یادگیری 

  شودتقسیم می  19یادگیری تقویتی  و  18ی نظارتیادگیری نیمه

نظارت  .[5] مییادگیری  استفاده  زمانی  که شده  شود 

ازطبقه  مشخصی  مجموعه  دارای  باشد کلاس  بندی    و   ها 

داده استنیازمند  برچسب  دارای  آموزشی   .[14] های 

بدونروش که  های  است  مناسب  زمانی  نظارت 

مجموعهبرچسب  برای  دادهگذاری  نباشد  ی    . [15]  مقدور 

های بدون برچسب مجموعه داده  نظارتی را برایروش نیمه

شامل نمونه   که  از  برچسببرخی  میهای  است،  توان  دار 

وخطا های آزمونیادگیری تقویتی از مکانیسم  .استفاده کرد

عامل، به  کمک  محیط  برای  با  تعامل  استفاده   در  اطراف، 

هایی  گیرد و تجربهعامل، بازخوردهایی از محیط می  .کند می

کسب محیط  آنمی  از  از  و  بکند  برای  آوردن دستهها 

استفاده از رویکردهای    .[5]  کندبیشترین پاداش استفاده می

یادگیری ماشین معمولا نتایج خوبی را به همراه دارد، ولی  

داده  دستیابیبرای   مجموعه  به  خوب  عملکرد  های  به 

 . بزرگ نیاز دارند آموزشی

   تركیبیرویکردهای   - 4- 2

مبتنی رویکردهای  ترکیبی،  یادگیری رویکرد  و  واژگان  بر 

می ترکیب  را  رویکرد   علت  .کندماشین  از  استفاده  اصلی 

بهره رویکرد ترکیبی،  بالای  دقت  از  یادگیری  بردن  های 

گیری از  بهرهو    بر واژگانثبات رویکردهای مبتنی  ماشین و

 . [ 16 و  5] است هامزایای آن

 یادگیری عمیق در تحلیل احساسات  - 5- 2

های  های عصبی با لایهبه شبکه  اصطلاح یادگیری عمیق،  

الهام گرفته از شبکه عصبی   اشاره دارد که  متعدد پرسپترون

است انسان  مدل  .مغز  معماری،  این  پیچیدهبا  را های  تری 

داده   روی میمجموعه  بزرگ  بسیار  و ای  داد  آموزش  توان 

   .[ 5] کردنتایج بهتری تولید 

 

 

15 Unsupervised 
16 Polarity 
17 Supervised Learning 
18 Semi-Supervised Learning 
19 Reinforcement Learning 
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سال اخیر،  در  مبتنیهای  احساسات  روشتحلیل  های  بر 

به عمیق  براییادگیری  قدرتمند  روشی  تحلیل   عنوان 

است  دقیقاحساسات   شده  عصبی    .[17]  مطرح  شبکه 

و    پیچشیعصبی    شبکه  ،20بازگشتی

مدلرایج  ،21مدتکوتاهطولانیحافظه یادگیری ترین  های 

 . [18] احساسات هستند عمیق در تحلیل

   پیچشیشبکه عصبی  -1- 2-5

 22نوع خاصی از شبکه عصبی پیشخور   پیچشیشبکه عصبی  

رفت؛  کار میبه  کامپیوتری  است که در ابتدا در حوزه بینایی

گر  های توصیه های مختلف مانند سیستماما امروزه در زمینه

 به نتایج موفقی دست یافته است 23پردازش زبان طبیعی و

ورودی،    پیچشی شبکه عصبی    .[ 19و    5] شامل یک لایه 

در معماری این    .است  یک لایه خروجی و یک لایه پنهان

  24، لایه ادغام پیچشیشبکه، لایه پنهان شامل چندین لایه  

لایه ورودی وظیفه دریافت    .[20]  است  25کاملا متصل و لایه  

برای    پیچشیلایه    .های بعدی را داردلایهداده و انتقال آن به  

ویژگی استخراج  و  الگوها  دادهتشخیص  در  ورودی  ها  های 

محاسباتاست  شده  طراحی لایه    و  این  در  عصبی  شبکه 

-هب  پیچشیاندازه فضای ویژگی که در لایه    . شودانجام می

یابد و اطلاعات مهم  کاهش می  لایه ادغام   توسط  آمده، دست

های  ها از طریق لایهپس از استخراج ویژگی  .شودحفظ می

های  عنوان لایهبه  کاملا متصلهای  و ادغام، از لایه  پیچشی

گیری شده و تصمیم های استخراجپایانی برای اتصال ویژگی

با توجه به  نهایی،  استفاده میدستبه اطلاعات    . شودآمده، 

استفاده از    بندی چندکلاسه، بادر مسائل دسته  برای مثال

فعال تابع  محاسبه    ساز،یک  کلاس  هر  به  مربوط  احتمال 

به  در نهایت در  .شودمی -لایه خروجی، نتایج نهایی مدل 

 . [ 21و  19] آیددست می

 های زبانی بر مدلتحلیل احساسات مبتنی  - 6- 2

سال گسترده در  تحقیقات  اخیر  ساخت  های  برای  ای 

برایمدل احساسات  تحلیل  مختلف  انگلیسی،    های  زبان 

الگوریتمفارسی و سایر زبان از  یادگیری ها با استفاده  های 

یادگیری و  انجام   ماشین  مدلعمیق  و  زبان  شده  سازی 

است پیدا کرده  احساسات در هر   . [17]  محبوبیت  تحلیل 

  زبان به یک سری از پیش نیازهای مشخص، وابسته است و 

 
20 Recurrent Neural Network (RNN) 
21 Long Short -Term Memory (LSTM) 
22 Feedforward Neural Network 
23 Natural Language Processing 
24 Pooling 

روش  یاستفاده از  توسعهمستقیم  منابع  و  ابزارها  یافته  ها، 

 .هایی مواجه استمحدودیت  برای زبان انگلیسی در فارسی با 

 بنابراین، تحلیل احساسات در زبان فارسی به دلیل دارا بودن

های خاص این زبان، نسبت به زبان انگلیسی، نیازمند  ویژگی

و مدلاتخاذ روش استمنحصربه  هایها  از    .[2] فرد  یکی 

مدل این  مبتنیانواع  که  بین  ها،  وابستگی  ارزیابی  بر 

ورودی/خروجیتوالی ترنسفورمر  های  مدل  دارد  است،    . نام 

دنباله  رمزگذار .این مدل به رمزگذار و رمزگشا وابسته است

گیرد و آن را به برداری با ابعاد بالاتر نگاشت  ورودی را می

بردار  .کند می این  به  سپس  رمزگشا  از  دنباله  توسط  ای 

-های زبان ازسازیاز جمله مدل  .شودخروجی نگاشت می

مدل مبتنی  26دیده آموزش پیش مدل  بر  های  ترنسفورمر، 

های پرکاربرد  عنوان مدلاست و به GPT  [22]و    [25] برت

مدل حوزه  در  مؤثر  میو  شناخته  زبان    .[23] شوندسازی 

زبان جاسازی    برای  مدل  چندین  نیز  از   27کلماتفارسی 

فست  Word2Vec ،  GloVeجمله شده    تکستو  ارائه 

 .[24] است

   مدل زبانی برت  -2-6-1

منبع ماشین  یادگیری  چارچوب  یک  مدل    بازبرت  یک  و 

برت، یک    .طبیعی است  زبانی قدرتمند برای پردازش زبان

از مبتنیآموزشپیشمدل  و  دوطرفه  و  ترنسفورمر  دیده  بر 

در واقع برت یک    . [25] معرفی شد  2018که در سال    است

هر عنصر خروجی به    مدل یادگیری عمیق است که در آن

های بین این عناصر،  وزن   .شودهر عنصر ورودی متصل می

  . [26] شودها محاسبه میاتصال آن  بر اساسپویا و    صورتبه

و تفسیر   هامدل زبان آموزشی دوطرفه در استخراج ویژگی

در واقع در    . کندطرفه عمل مییک  زبانمتن، بهتر از مدل  

و از   صورت دوسویه، از اول تا آخرمعماری دو طرفه متن به

می پردازش  اول،  به  نمایش    دستیابیبرای    . شودآخر  به 

 برداری بهتر، مدل برت از ساختار ترنسفورمر برای یادگیری

زمینه  کلماتاطلاعات  می  ای  استفاده  توانایی    .کند ورودی 

،  29روو عقب  28جلورو صورت دوطرفه،  و تحلیل متن به  تجزیه 

دهد تا دانش قبلی خود را به ها اجازه میبه این نوع مدل

کار خاصی اختصاص دهند؛ دانشی که از طریق یک مرحله  

دست  های عظیم بهدیده، در مجموعه آموزشطولانی از قبل

25 Fully Connected 
26 Pre-Trained 
27 Word Embeddings 

28 Forward 

29 Backward 
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ز دو روش استخراج  آمده است. در واقع، شبکه را با استفاده ا

 . توان اختصاصی کردویژگی و تنظیم دقیق می

 تکستمدل زبانی فست  -2-6-2

فست زبان   [28] تکستمدل  پردازش  در  پیشرفته  روشی 

  بوک یافته توسط فیستوسعه  بندی متن و طبیعی برای طبقه 

  های طولانی، با تعداد زیاد این روش برای پردازش متن   .است

در این روش، مفاهیم    .کلاس یا برچسب، بسیار کارآمد است

کلمات بسته جاسازی  30ی  می  و  ترکیب  و کلمات  شود 

می ارائه  را  معقول  دقت  و  بالا  سرعت  مانند   دهدمزایایی 

بندی  تکست برای طبقه فست  ادامه مراحل اصلی  در  .[29]

 . ده استآممتن 

تکست نامه و جاسازی کلمات: مدل فستساخت لغت •

ایجاد جاسازی کلمات    برای  Word2Vecاز الگوریتم  

می برداری   .کند استفاده  به  کلمه  هر  مرحله،  این  در 

های مختلف زبان را شود که ویژگیمی  عددی تبدیل

معانی    بر اساس این نمایش برداری،    .کند مشخص می

 . شودمیان متن ایجاد میمشترک کلمات در 

ها،  واژهتکست علاوه بر تکدر فست   :n-gramساخت   •

ای مجموعه n-gram  .شودنیز استفاده می n-gramاز 

این مفهوم به تحلیل   .ی متوالی در متن استکلمه  nاز  

رابطه و ترتیب عناصر متوالی   بر اساسها،  متن  و فهم 

در کلمات  بین  ارتباطات  درک  ا  چارچوبی  و  ز  خاص 

می از    . کند متن کمک  پردازش   n-gramاستفاده  در 

-عنوان مثال، در حوزهبه  . بسیار مفید است  زبان طبیعی

ی  در زمینه  n-gramبندی متن،  طبقه  کاوی و ی متن

توکن و  کلمات  بین  روابط  و  الگوها  و  تشخیص  ها 

 .کننده استمتن کمک ترهمچنین تحلیل دقیق

ساخت بردارهای نمایش  ساخت بردارهای نمایش متن:   •

بسیاری در  اساسی  گامی  حوزه   متن  کاربردی  از  های 

طبقه  جمله  از  طبیعی،  زبان  با  پردازش  متن  بندی 

از فستروش   استفاده  مانند  استهایی  این   .تکست 

عددی    فرآیند شامل تبدیل محتوای متنی به بردارهای

های یادگیری ماشین قادر به درک و  است که الگوریتم 

های اساسی  بردارها، ویژگی  این  .ها هستندن پردازش آ

به را  می گونه متن  ثبت  امکان  ای  مدل  به  که  کنند 

یا انجام وظایف مختلف پردازش زبان طبیعی   بینیپیش

می برایدر فست  . دهندرا  ابتدا    تکست  بردار،  ساخت 

 
30 Bag of Words (BoW) 
31 Evidence-Based 

متن    شده مربوط به کلمات در های تعبیهتمام ویژگی

میجمع  می  . شوندآوری  با  تمام    گیریانگینسپس  از 

-دست مینهایی برای متن به ها، یک برداراین ویژگی

 . آید

و   • متن  نمایش  بردارهای  از  استفاده  با  مدل:  آموزش 

برایبرچسب  مدل  موجود،  آموزش طبقه   های  بندی 

مانند  یی  ها از الگوریتم   تواندمی  این مدل  .شودداده می

 .استفاده کند  پیچشیشبکه عصبی 

بندی  تکست روشی قدرتمند برای طبقه خلاصه، فستطور  به

جاسازی و ترکیب کلمات برای   هایمتن است و از ویژگی

متندسته  سریع  و  دقیق  کلاسبندی  در  مختلف  ها  های 

 . [30و   29] کندمی استفاده

 پیشینه تحقیق   - 7- 2

تحلیل احساسات یکی از مسائل مهم در زمینه علوم داده و 

زبان   درپردازش  که  است  توجه  سال  طبیعی  اخیر  های 

  محققان، صنعت و جوامع علمی را به خود جلب کرده است 

تصمیمو   در  مهمی  محصولات،  گیریتأثیر  توسعه  ها، 

و مشتری  از  پشتیبانی  ابزارهای  سیاست  بازاریابی،  -حتی 

   .گذاری دارد

همکاران و  تحلیل   [32]  جورک  برای  جدید  الگوریتمی 

ند که تمرکز اصلی آن  دارائه کر  اژگانبر واحساسات مبتنی

  این الگوریتم، از دو جزء کلیدی   .تحلیل محتوای توییتر است

نرمال مبتنیشامل  ترکیبی  تابع  و  احساسات  بر  سازی 

تخمین    برایالگوریتم    از این  .تشکیل شده است  31شواهد

 بندیبرچسب مثبت و منفی و طبقه  جایشدت احساسات به

 شامل  ایی دادهاز مجموعه  و  استاحساسات استفاده شده  

 . استفاده کردند میلیون توییت 6/1

های یادگیری ماشین  از الگوریتم  [ 33]  سینگلا و همکاران

های  ها، دادهآن  .احساسات استفاده کردند   بندیبرای طبقه 

های  از روش   سایت آمازون را با استفادهشده از وب آوریجمع 

مثبت و منفی   نظرهایبه  33پشتیبان بردارو ماشین 32بیز نیو

کردنددسته  ماشین  در  . بندی  روش  تحقیق،  -برداراین 

 .بهترین عملکرد را داشتدرصد  75/81پشتیبان با دقت 

ی  شده برای توسعهروشی نظارت  [34] ابراهیمی و همکاران

بارمجموعه با  واژگان  از    ی  استفاده  با  مشخص  احساسی 

این    در  . زبان فارسی پیشنهاد کردندها برای  استخراج ویژگی

از   فروش  آوریجمع  نظرهایپژوهش،  سایت  یک  از  شده 

32 Naïve Bayes 
33 Support Vector Machine 
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این مجموعه   . استفاده شد  ی دادهعنوان مجموعهآنلاین به

  ی دوربین دیجیتال، لپ تاپ، نظر در زمینه  7،500شامل  

به که  است  همراه  تلفن  و  تبلت  دستی تلویزیون،  صورت 

ویژگی و ایجاد لیستی    انتخابآوری شده و از آن برای  جمع 

برای ارزیابی عملکرد    .از کلمات احساسی استفاده شده است

ماشین  رویکرد روش  از  استفاده پیشنهادی،    بردارپشتیبان 

   .آمددستدرصد به 80شد و دقت 

 بر روشرویکردی ترکیبی مبتنی  [35]  ارمنی و همکارانش

کردماشین پیشنهاد  تصادفی  جنگل  و    . ند بردارپشتیبان 

آوری شد و  جمع  آمازونسایت  وبهای این پژوهش از  داده

  عملکرد   4/83داد که رویکرد ترکیبی با دقت  نتایج آن نشان

   .صورت جداگانه داشتها بهالگوریتم  بهتری از سایر

همکاران و  عصبی    [36]  کیم  برای   پیچشیشبکه  را 

ز  ها اآن  . بندی احساسات در کار خود پیشنهاد کردندطبقه 

آزمایش دادهطریق  مجموعه  سه  با  شناختههایی  شده،  ی 

از استفاده  که  دادند  برای   پیچشی  هایلایه  نشان  متوالی 

طولانی مؤثرتر است و عملکرد بهتری از سایر    اهای نسبتمتن

   .اردیادگیری عمیق د های مدل

هم و  نام    [ 37]  کارانسانی  به  جدیدی  معماری 

TextConvoNet  مبتنی شبکهو  برای    پیچشیعصبی    بر 

  . بندی متن دوکلاسه و چندکلاسه ارائه کردندمسائل طبقه

ای و بین های درون جمله با استفاده از این مدل ویژگی  هاآن 

با،جمله  را  داده  n-gram  ای  استخراج   هایاز  ورودی 

دهد  نتایج تجربی حاصل از این پژوهش نشان می  .کنندمی

ارائه مدل  مدل  شدهکه  سایر  به  استفاده  نسبت  مورد  های 

  .داردبندی متن، عملکرد بهتری برای طبقه 

-مدتکوتاهحافظه مدلی ترکیبی از [38] جانگ و همکاران

عصبی   34وطرفهد شبکه  را   35توجهبرمبتنی  پیچشی  و 

ی مربوط به این کار از مجموعه دادهبرای  ند.  پیشنهاد کرد

نتایج حاصل از    .شد   استفاده  36IMDBها در  فیلم  نظرهای

دقت   با  پیشنهادی،  ترکیبی  درصد،    33/87مدل 

مدل  یدهندهنشان به  نسبت  نتایج  حافظهبهبود  -های 

  .است پیچشیمدت و شبکه عصبی کوتاهطولانی

های  طحتحلیل احساسات در س  قبلا گفته شد؛   همانطور که

سطح سند، جمله و جنبه مورد بررسی قرار   مختلف از جمله

ها،  و سند  احساسات در جملات  این سطوح تحلیل  .گیردمی

های  های پردازش زبان طبیعی و الگوریتمبا استفاده از روش

 
34 Bi-LSTM 
35 Attention-Based 

شناسایی  به  می   مختلف،  احساسی    . پردازندالگوهای 

در  طبقه  اساسی  موضوعی  سند  سطح  در  احساسات  بندی 

تحلیل  زیه تج محتوای   احساسات  و  درک  برای  و  است 

های اجتماعی یا بررسی  تولیدشده توسط کاربران در شبکه

 .بسیار مهم است محصول

کردن تحلیل احساسات در با مطرح  [40]  تانگ و همکاران 

به سند  عصبی    سطح  شبکه  مدل  یک  چالش،  یک  عنوان 

یادگیری متوالی،    برای  احساسات    بندیطبقه   برایاسناد 

بندی است  اصل ترکیب  بر اساسها  روش آن  .دن معرفی کرد

یک جمله یا    کند معنای عبارتی طولانی مثلکه بیان می

  . دهنده آن بستگی داردیک سند، به معانی اجزای تشکیل

رویکردهایآن  از  عصبی    ها  ،  پیچشیشبکه 

استفاده کوتاهطولانیحافظه بازگشتی  و شبکه عصبی    مدت 

بندی احساسات در سطح سند  در این پژوهش، طبقه  .کردند

نتایج    .بزرگ انجام شد  روی چهار مجموعه داده در مقیاس

می نشان  بهتری تجربی  عملکرد  پیشنهادی  مدل  که  دهد 

تحلیل احساسات در   .به چندین الگوریتم دیگر داشت  نسبت

  .سطح جمله یکی از سطوح اصلی تحلیل احساسات است

زمینه،   این  در  زیادی  قطبیت    برایتحقیقات  شناسایی 

زبانی استخراج شده از محتوای    های نشانه  بر اساسجملات،  

  های مطرح در این یکی از چالش  .متن صورت گرفته است

احساسات    توانند می  سطح این است که انواع مختلف جملات

کنند بیان  را   خبری   به  . متفاوتی  جمله  در  مثال،  عنوان 

ا" در عین حال   .قطبیت احساس مثبت است  ،"ستخوب 

قطبیت احساس مبهم    "آیا خوب است؟"جمله پرسشی    در

  .است

ند که  کرد  ارائه  37وغلبهیک روش تقسیم  [9]  چن و همکاران

کنند؛ سپس  بندی میانواع مختلف طبقه  ابتدا جملات را به

هر نوع    تحلیل احساسات را به طور جداگانه روی جملات

ها با بررسی رابطه بین تعداد اهداف نظری  آن  . دهندمیانجام  

احساساتبیان و  چارچوبی بیان  شده  جمله،  یک  در  شده 

 نوع  بندیجدید برای بهبود تحلیل احساسات از طریق طبقه 

کردند پیشنهاد  یا   .جمله  موجودیت  هر  به  نظری،  اهداف 

نظری در مورد آن ابراز شده   ای از جمله اشاره دارد کهجنبه 

بر شبکه عصبی برای  ها در کار خود از مدلی مبتنیآن   .است

نوع، طبقه  سه  به  جملات  اهداف    بندی  تعداد  به  توجه  با 

سپس هر گروه از   . ظاهرشده در یک جمله، استفاده کردند

36 Internet Movie Database 
37 Divide and Conquer 
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جداگانه،به   جملات طبقه   طور  احساسات،  برای  بندی 

ورودی شبکه عصبی  به   . نظر گرفته شد  در  پیچشیعنوان 

تج پژو نتایج  این  از  حاصل  میهربی  نشان  که  ش  دهد 

تواند عملکرد تحلیل احساسات در  جمله می  بندی نوعطبقه 

همچنین رویکردپیشنهادی به   .سطح جمله را بهبود بخشد

 . نتایج مطلوبی در چندین مجموعه داده معیار رسید

خاص    ی هااحساسات با توجه به جنبه   افتن یدر سطح جنبه،  

م  ها ت یموجود آنردیگیصورت  از  در  .  است  جا که ممکن 

منتقل نشود،    یواحد نسبت به موضوع   یمتن، احساس  کی

دق  ازین شناخت  به  ترقیبه  که  احساسات،  و  عنوان نظرها 

مبتن  لیتحل م  بریاحساسات  شناخته  در    شود،یجنبه 

 .[41قرار گرفته است ] یادیمورد توجه ز تهگذش  یهاسال

هدف کمک به نهادهای دولتی  ا  ب   [42] الگریوتی و همکاران 

جامع دیدگاه  کسب  رویکرد   تربرای  یک  افراد،  نگرش  از 

بر جنبه را پیشنهاد کردند  ترکیبی تحلیل احساسات مبتنی 

  نظرهای   و تحلیل  تجزیه دامنه واژگان و قوانین را برای    که

هوشمندبرنامه می  ،های  مدل    .کند یکپارچه  هدف 

جنبه  استخراج  این  پیشنهادی  از  مهم  و    نظرهاهای 

با توجه به نتایج    .ها استبه آن  بندی احساسات مربوططبقه 

های  گزارش شده، دقت استخراج جنبه با درنظرگرفتن جنبه 

است یافته  بهبود  توجهی  قابل  طور  به  همچنین   .ضمنی 

از روشدر طبقه  رویکرد پیشنهادی، های  بندی احساسات، 

ماشین  همچون  ماشین  بهتریادگیری  عمل    بردارپشتیبان 

 .کرد

تحلیل احساسات سطح جنبه را   [41] ماجومدر و همکاران

گذاری و برچسب   استخراج جنبه  صورت دو بخش متمایزبه

اینکه    با وجود  .ها با قطبیت احساسات در نظر گرفتندجنبه 

با هم   زیادی  ارتباط  اما  متمایز هستند،  کار    . دارنداین دو 

این فرضیه پیشنهادی  انتقال  را مطرح می  رویکرد  کند که 

ازپیش جنبه  استخراج  مدل  یک  از  به  آموزش دانش  دیده، 

طبقهمدل  عملکرد در  احساسات میها  قطبیت  تواند  بندی 

جاسازی کلمات را   این فرضیه،  بر اساسها  آن  .کمک کند

عنوان بهدست آورند؛ سپس آن را  در طول استخراج جنبه به

طبقهمدل  ورودی نظر  های  در  احساسات  قطبیت  بندی 

نشان    .ندگرفت تجربی  اضافه  که  دادنتایج  شده،  اطلاعات 

مدلبه عملکرد  توجهی  قابل  طبقه طور  در  پایه  بندی  های 

 .بهبود بخشیده است احساسات را

زبان  به    و همکاران  یروستائ تحلیل احساسات کاربران در 

مبتنی ترکیبفارسی  تصادفی   بر  جنگل  و  معنایی    روابط 

کالا  در این پژوهش، نظرات کاربران سایت دیجیپرداختند.  

ها  مورد بررسی قرار گرفته است. ابتدا عملیات پاکسازی داده

ویژگی سپس  و  گرفته  معنایی  صورت  روابط  اساس  بر  ها 

عملیات  فست بعد،  مرحله  در  است.  شده  استخراج  تکست 

یادگیری عمیق انجام شده  های  کاهش ویژگی توسط شبکه 

طبقه برای  نهایت،  در  جنگل و  الگوریتم  از  نظرات  بندی 

 5/98دهنده دقت  تصادفی استفاده شده است. نتایج نشان

برابر F1 و معیاردرصد    98، فراخوان  درصد  97، صحت  درصد

 [. 43] باشدمیدرصد  97با 

مرزبال مبتنی  از  یقاسمپور  احساسات  با  تحلیل  جنبه  بر 

از کرد.    برت استفاده  تحلیل  استفاده  به  مطالعه  این 

پرداخته است. برای مقابله با  (ABSA)   احساسات ریزدانه

های آموزشی، از تولید متن محدودیت اندازه مجموعه داده

های فیلتر متن استفاده شده  همراه با الگوریتم برت برمبتنی

ها و افزایش  به بهبود کیفیت مجموعه دادهاست. این رویکرد  

بندی احساسات سطح جنبه منجر  ها در طبقهعملکرد مدل

 [. 44] شده است

ها  فائزه فروتن و محمد ربیعی با هدف بهبود استخراج ویژگی

از نظرات فارسی و افزایش دقت تحلیل احساسات، چارچوبی 

د.  ندهجدید برای تحلیل احساسات در سطح جمله ارائه می

  CNN-BiLSTM،  برت  هایاین چارچوب مبتنی بر مدل

طبقه  نشانXGBoost   کنندهبندیو  نتایج  دهنده  است. 

بندی احساسات متون فارسی  در طبقه  درصد  74/93دقت  

تواند به  های مذکور میدهد ترکیب مدلاست که نشان می

شود منجر  فارسی  زبان  در  احساسات  تحلیل  دقت    بهبود 

[45 .] 

های  به تحلیل لحن و احساسات نظرات شبکه لی و همکاران  

 ای جدید با استفاده از مدلهای رسانهاجتماعی در پلتفرم

مدل.  ندپرداخت  برت مطالعه،  این  دلیل  برت در  به 

متنیقابلیت درک  و  دوطرفه  رمزگذاری  برای های  اش، 

پلتفرم  در  نظرات  لحن  و  احساسات  رسانهتحلیل  ای های 

پیش فرآیند  طریق  از  است.  شده  انتخاب  و جدید  آموزش 

نگرش دقیق،  قطبیتتنظیم  و  نظرات  ها  احساسی  های 

ویژگیبه شادی،  همراه  مانند  لحنی  طعنه های  و  خشم 

احساسات  به و  لحن  دقیق  تحلیل  شدند.  شناسایی  دقت 

ای جدید، درک عمیقی  های رسانهمعنایی نظرات در پلتفرم

کند  از ترجیحات کاربران و روندهای افکار عمومی فراهم می

می بهینهکه  به  توصیه تواند  بهبود سازی  محتوا،  های 

پ  این  عملیاتی  کارایی  افزایش  و  کاربری  ها  لتفرمتجربیات 
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می نشان  نتایج  کند.  مدلکمک  که  است   برت دهد  قادر 

های لحنی نظرات های احساسی و ویژگیطور دقیق نگرش به

 [. 46] را شناسایی کند

ترکیب بر  مبتنی  عمیق  مدل  چهار  با   برت طلعت 

پیشنهاد می BiGRU و BiLSTM هایالگوریتم  دهد.  را 

اده شدند و  ها بر روی سه مجموعه داده آموزش داین مدل

 BiGRU و BiLSTM با  برت نتایج نشان داد که ترکیب

داشته   برت تواند عملکرد بهتری نسبت به استفاده تنها ازمی

 [. 47]  باشد

همکاران  ایلی  -مانوئل تحلیل  و  الگوریتم  جامع  بررسی  به 

پرداخته و مبانی نظری،  برت  احساسات با استفاده از مدل

ارزیابی،   مقایسهیافتهمعیارهای  تحلیل  و  ارائه ها  را  ای 

الگوریتمی برای  ،  برت  نویسندگان با استفاده از مدل  دهد. می

اند. این الگوریتم قادر است با  تحلیل احساسات توسعه داده

دقت بالایی احساسات موجود در متون را شناسایی کند و  

بینی قطبیت احساسات در کاربردهای مختلفی مانند پیش

این مطالعه   احساسات مورد استفاده قرار گیرد.  بینی و پیش

از مدلنشان می استفاده  یادگیری دهد که  بر  مبتنی  های 

بهبود قابل، میبرت  ویژهعمیق، به توجهی در دقت و  تواند 

 [. 48] های تحلیل احساسات ایجاد کند کارایی سیستم

جدول   پژوهش،  1در  احساساتمقایسه  تحلیل  در    های 

های اخیر آمده است.   سال

 های تحلیل احساسات مقایسه پژوهش   -1  جدول

 روش تحلیل احساسات  پژوهشگر/سال
های مورد  داده

 استفاده

های یادگیری  الگوریتم 

 ماشین 
 دقت مدل 

  [38] جانگ و همکاران

(2020 ) 
 یادگیری عمیق ترکیبی

ی مربوط به  داده

ها در  نظرهای فیلم
IMDB 

-کوتاهحافظه مدلی ترکیبی از 

  و شبکه عصبی دوطرفهمدت

 توجه برپیچشی مبتنی 

 درصد  33/87دقت 

  روستائی و همکاران 

[43] (1401 ) 

ترکیب روابط معنایی و جنگل  

 تصادفی

سایت   های نظر

 کالا دیجی
 درصد  5/98 جنگل تصادفی

  [44] قاسمپور مرزبالی

(1403 ) 
ABSA برت   مبتنی بر 

  هایمجموعه داده

ABSA 
 ها بهبود عملکرد مدل و تولید متن  برت 

  فائزه فروتن و محمد 

 ( 2023) ربیعی  [45]

و    CNN-BiLSTM، برت
XGBoost 

متون   های نظر

 فارسی 

،  CNN-BiLSTM، برت
XGBoost 

 درصد  74/93

   [46] لی و همکاران 

(2024 ) 

برای تحلیل لحن و   برت 

 احساسات 

های  شبکه رهای نظ

اجتماعی در  

 های جدید پلتفرم

 برت 
تشخیص دقیق 

 های احساسینگرش

 ( 2023)  [47] طلعت
  و  BiLSTM با برت ترکیب

BiGRU 

سه مجموعه داده  

 مختلف 
 BiLSTM  ،BiGRU، برت

   برت بهبود نسبت به

 خالص 

  ایلی و همکاران-مانوئل

[48] (2023 ) 
 برت   تحلیل جامع با

متون با کاربردهای  

 مختلف 
 برت 

دقت بالا در کاربردهای  

 مختلف 

 پژوهش حاضر 

محور  تحلیل احساسات جنبه

های  با روش  تلفن همراه

 ها دادهو افزایش سازی متوازن

درباره   نظر 6180

از دیجی   تلفن همراه

 کالا 

CNN ،تنظیم با    برت

 تکست فستاختصاصی،  

نسبت به   بهبود دقت 

و   کارهای گذشته

 ها سازی دادهمتوازن

 روش پیشنهادی  -3
روش پیشنهادی برای تحلیل احساسات روی    بخشدر این  

های یادگیری عمیق و  با استفاده از روش  کاربران  نظرهای

روند    .بیان شده استشده برای زبان فارسی  های ارائهمدل

   . نمایش داده شده است 1کلی این پژوهش، در شکل 

  هاپردازش دادهپیش  - 1- 3

گام اولین  از  طبیعی،  یکی  زبان  پردازش  مسائل  در  ها 

دستیابی به عملکرد بهتر   ها است و برایپردازش دادهپیش

های یادگیری، از اهمیت زیادی برخوردار است. کارهای  مدل

 شرح زیر است:ها به پردازش دادهشده برای پیشانجام
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بر  مبتنی  رویکرد پیشنهادی برای تحلیل احساسات  -1شکل  

 جنبه

 گذاری برچسب  - 1- 1- 3

  . مربوط به تلفن همراه است  نظرهایاین پژوهش،    ها درداده

سه  نظرهااین   مختلفدسته  به  اساس  بندی    هایجنبه  بر 

و   باتری  دوربین،  به  جداگانه مربوط  و  تقسیم    قیمت 

استبرچسب  توجه  .گذاری شده  و ضعف    با  قوت  نقاط  به 

کلیدی مربوط    کلمات   شده توسط کاربر و یک سریمطرح

انتخابجنبهبه   سه    نظرهاگذاری  برچسب  شده،های  در 

مثبت، انجام    کلاس  و خنثی  استشدمنفی  مثال   .ه  برای 

باتری    کیفیتاین گوشی قیمت مناسبی دارد و  "ی  جمله

است برچسب  جنبه در  ،  "خوب  دارای  باتری  و  قیمت  های 

 . دوربین دارای برچسب خنثی است جنبهمثبت و در 

 سازی متوازن  - 2- 1- 3

هنگامی  ، های یادگیری ماشینها در مدلسازی دادهمتوازن 

از اهمیت زیادی  های نامتوازن داریم،ی با کلاسیها که داده

است انجام    .برخوردار  دادهمتوازن ضرورت  در  سازی  ها 

یادگیری عمیق  مدل از  برایهای    ، 38برازش بیش  جلوگیری 

کلاس در  بهتر  در  عملکرد  تعادل  و  کمتر  فراوانی  با  های 

 .استارزیابی 

 سازی نرمال  - 3- 1- 3

، هنگام کار  هاداده  پردازشیکی از مراحل ضروری در پیش

این مرحله شامل    .سازی متن استنرمال  های متنی،دادهبا  

افزایش دقت   تبدیل متن به فرمی استاندارد و متعارف برای

در متن فارسی، به علت وجود    .در پردازش زبان طبیعی است

حروف  یا  کلمات  از  برخی  نوشتار،  در  گوناگون  به    اشکال 

سازی  در نرمال  .شوندچندین شکل مختلف نمایش داده می

 
38 Overfitting 

در پیشوندها و پسوندها، حذف اعراب،    هافاصلهاصلاح    تن،م

زائد حروف، از حروف و   حذف تکرارهای  جایگزینی برخی 

نشانهنشانه و  حروف  با  اعداد  ها  جایگزینی  و  فارسی  های 

 . گرددانجام میبا معادل فارسی  انگلیسی

 سازی وكن ت -1-4- 3

طبیعی است ای اساسی در پردازش زبان سازی مرحلهتوکن

این واحدها    . کندتقسیم می  که متن را به واحدهای معنادار

نشانه کلمات،  نگارشی،شامل  واحدهای    های  یا  و  اعداد 

سازی چند نکته حائز  در توکن  .دیگر در زبان است  معنادار

 :این موارد عبارتند از ،اهمیت است

سازی، حفظ معنا در متن  حفظ معنا: هدف اصلی توکن •

معنادار متن را به نحوی    ها باید واحدهایتوکن  .است

آن  از  تحلیل صحیح  که  دهند  پذیر    هانمایش  امکان 

 . باشد

نشانه • نگارشی:  علائم  با  بهکار  نگارشی  عنوان های 

گرفتهتوکن نظر  در  جداگانه  امر    . شوندمی  های  این 

نشانه که  احساسات،  تحلیل  مانند  کارهایی    ها برای 

تحلیلمی بر  مهم    توانند  باشند،  مؤثر  جمله  احساس 

 .است

غیر • فارسی،    پیشوندهای  زبان  در  شکستن:  قابل 

مثل   غیرقابل    "خواهممی"در    "می"پیشوندهایی 

کلمه به  باید  و  هستند  چسبیده  شکستن  دیگر  ای 

 . باشند

سازی باید فضاهای غیرضروری را  کنترل فضاها: توکن •

را در مکان و متن  و    هایحذف  بین کلمات  مناسب، 

 . های نگارشی، تقسیم کند نشانه

 پیچشی بر شبکه عصبی  رویکرد مبتنی  -2- 3 
، پیچشیبرای تحلیل احساسات با استفاده از شبکه عصبی  

توکن از  دادهپس  و سازی  لایه    ها  از  عدد،  به  متن  تبدیل 

برای تبدیل این اعداد به بردارهای عددی استفاده    39جاسازی

داده  .شودیم با  کار  برای  لایه  استفاده  این  متنی  های 

به   ها سپس با استفاده از لایه جاسازی، این شناسه .شودمی

در مرحله   . شوندبردارهای عددی با ابعاد مشخص تبدیل می

ها و تعداد فیلترهای  با اندازه پیچشیهای  بعد، با اعمال لایه

روی بردارهای ورودی انجام شده    پیچشیعملیات    مختلف،

انتخاب چندین لایه    .شودمی  های مختلف استخراجو ویژگی

  های به ویژگی  دستیابی  برایبا فیلترهای افزایشی،    پیچشی

39 Embedding Layer 
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هر   .رای اهمیت استهای ورودی داسلسله مراتبی در داده

فیلتر   پیچشیلایه   اندازه  تابع  ا  128  دارای  از  و  ست 

یک نوع   Conv1Dلایه    . کنداستفاده می  Reluسازی  فعال

داده  پیچشیی  لایه پردازش  برای  بعدی  های یکاست که 

شود و الگوها و  استفاده می  (هاپردازش متن و دنباله  مانند)

دنبالهویژگی در  مهم  مانند های  متنی  تشخیص   های 

استخراج   را  لایه    .کندمیاحساسات  هر  از  ،  پیچشیپس 

ادغام لایه  در  عملیات  انتخاب    برای  پیچشیهای  خروجی 

بردارهای  ویژگی از  مهم  می  پیچشیهای  در    .گیردصورت 

لایه از  متصل های  نهایت  تبدیل    کاملا  و  ترکیب  برای 

  . شودشده به خروجی نهایی استفاده میهای استخراج ویژگی

متصل در شبکه عصبی عمیق   یک لایه کاملا   ،40لایه چگال 

شبکه عمل   عنوان لایه پردازش اصلی دراین لایه به  .است

ورودیمی تبدیل  وظیفه  و  به  کند  های  خروجیها 

ها  بهبود ویژگی  برایاین لایه    در واقع  .شده را داردبینیپیش

  شود و بندی نهایی اضافه میعد، به مرحله طبقهبُو کاهش  

های قبلی  آمده از لایهدستنقش حیاتی در تجمیع دانش به

از یک لایه چگال با تابع    در آخرین مرحله،  .کند را ایفا می

خروجی هاستفاد  Softmax  سازیفعال احتمالات  تا  شده 

شودطبقه   برای محاسبه  نهایی  روند   .بندی  در  همچنین، 

لایه   یک  از  ویژگی،  استخراج  مرحله  از  پس  مدل  ساخت 

بیش  41تصادفی   حذف از  جلوگیری  و  جهت  مدل  برازش 

است شده  استفاده  آن  عمومیت  شکل    .افزایش    ( 2)در 

شبکه عصبی  ساختار   داده  پیشنهادی    پیچشی ی  نمایش 

 . شده است

 
 پیشنهادی   پیچشیساختار شبکه عصبی    -2  شکل

  بر مدل زبانی برترویکرد مبتنی  -3- 3

از مدل  یک  برت  روی    دیده آموزش   قبل  مدل  که  است 

شود، سپس برای  ها آموزش داده میبزرگی از داده مجموعه

می دقیق  تنظیم  خاص  کار  برت،    تنظیم  .شودیک  دقیق 

برای یک کار    دیده آموزش   قبل  فرآیند انطباق مدل برت از

این    .های جدید استپارامترهای آن با داده  خاص و تنظیم

 
40 Dense 

41 Dropout 
42 Learning Rate 

و آموزش    ارفرآیند شامل افزودن یک لایه در بالای رمزگذ

برای تحلیل    .ساز مناسب استمدل با یک تابع هزینه و بهینه 

پیش از  پس  برت،  مدل  از  استفاده  با  پردازش احساسات 

توکنداده عملیات  توکنها،  از  استفاده  با  برت  سازی  ساز 

توکن  .شودمی  انجام می  سازیاین  به  کمک  متن  تا  کند 

برت قابل    های واحد تبدیل شود و برای ورودی مدل توکن

دیده    آموزش  قبل  پس از آن از یک مدل برت از  .قبول باشد 

-داده میآموزش    هاو مدل برت روی دادهشود  استفاده می

آموزش  .شود مدل  نهایت  معیارهای    ،دیدهدر  و  ارزیابی 

داده  شدهانتخاب عملکرد  روی  ارزیابی  برای  آزمایشی  های 

 .شودمدل محاسبه می

 تکست بر مدل زبانی فستمبتنیرویکرد   - 4- 3

فست مدل  دادهبرای  از  استفاده  با  های  تکست، 

در این مرحله،    .شودداده میمدل آموزش    ،شدهپردازشپیش

-شود و وزنآموزش داده می  ،های آموزشیمدل روی داده

گیری از با بهره  .شوندکلمات استخراج می های مربوط برای

کلماتبرای  ،  Word2Vecالگوریتم   جاسازی  با    ایجاد  و 

استفاده از معانی مشترک کلمات، بردارهای عددی برای هر  

ساخت این بردارها، مدل برای   پس از  .شودکلمه ایجاد می

آموزش  طبقه  متن  میبندی  مورد داده  .شودداده  های 

برچسب شامل  باید  آموزش  برای  دادهاستفاده  و  های  ها 

یک در  باشد  آموزش  مشخص  مدل   برای  .قالب  آموزش 

جمله   از  مختلف    تعداد   ،42یادگیرینرخ  پارامترهای 

مقدار  43دوره و  آموزش  است  gram-nهای  تنظیم   .قابل 

برای مناسب  هزینه  تابع  از  در  طبقه   همچنین  متن  بندی 

م استفاده  آموزش  آموزش،    . شودیفرآیند  از    مدل پس 

آزمایشی  های  میزان دقت و عملکرد آن روی داده  ارزیابی و 

 .شودیمحاسبه م

 سازی و ارزیابیپیاده - 4

 ها سازی دادهفراهم  - 1- 4

استفادهداده مورد  اینجا  های  فارسی    نظرهای  شامل  در 

کاربران در مورد تلفن همراه، به همراه نقاط قوت و ضعف  

برای   "کنمتوصیه نمییا    کنمتوصیه می"  محصول و برچسب

یک   عنوانبه  ،44ها از وب سایت دیجی کالا داده  .هر نظر است

برای انجام عملیات   .آوری شده استبازارگاه اینترنتی، جمع

43 Epoch 

44 Https://www.digikala.com 



   کاربران در یک بازارگاه برخط   نظرهایروی    بر جنبهمبتنی  تحلیل احساسات                                                                                   38
 

 1405بهار  ،  84، شماره  بیست و چهارمسال             مجله مدل سازی در مهندسی 

کتابخانهپیش از  هضمپردازش،  است  45ی  شده    .استفاده 

ی پایتون برای پردازش زبان طبیعی روی کتابخانه  هضم یک 

است فارسی  برای  .متن  هضم  متن،   سازینرمال  از 

و صرفی   تحلیل نحوی  ،47یافتن ریشه کلمات  ،46سازی توکن

   . شودهای دستوری استفاده میشناسایی وابستگی   جملات و

 ها گذاری دادهبرچسب - 2- 4

های مورد استفاده در این پژوهش با دو  گذاری دادهبرچسب 

مورد از   1807اول، تعداد    در روش  .روش انجام شده است

به  نظرهای به  کاربران  توجه  با  دستی    های جنبهصورت 

دوربین، باتری و قیمت در سه کلاس مثبت، منفی و خنثی  

برای هر  ها  تعداد برچسب،  2در جدول    . گذاری شدبرچسب 

برچسبجنبه   روش  بیانبا  تفکیک  به  دستی  شده  گذاری 

زمانبه  .است برچسببرعلت  دادهبودن  بهگذاری  صورت ها 

شده،  گذاریبرچسب  هایتعداد کم دادهدستی و همچنین  

ه جهت بهبود عملکرد رویکردهای پیشنهادی تصمیم گرفت

  . شود  گذاری خودکار استفادهروش برچسب   که از یک  شد

ها با توجه به نقاط قوت و ضعف گذاری خودکار دادهبرچسب 

 جنبهو کلمات کلیدی مرتبط با هر  شده توسط کاربرمطرح

است شده  نقاطنابراینب  .انجام  از  یک  هر  ضعف    ،  و  قوت 

با یک    ، های مورد نظر استجنبهشده که مربوط به  مطرح

 احساسی مثبت یا منفی، جهت تکمیل مفهوم  کلمه با بار

توجه با  و  کرده  اضافه  نظر  اصلی  متن  به  آن  جمله،   به 

استبرچسب  شده  تعداد   .گذاری  روش،  این  از  استفاده  با 

ای نمونه  3  در شکل   .گذاری شده استبرچسب  ظرن  4373

  . ها نشان داده شده استگذاری خودکار دادهاز روند برچسب 

جدول    همچنین برچسب   3در  جنبه  ها  تعداد  هر  با  برای 

 . شده استبیان خودکار به تفکیک گذاریروش برچسب 

 ها مشخصات داده - 3- 4

برچسب فرآیند  از  دادهپس  در مجموع   یهاگذاری،  نهایی 

تلفن   6180شامل   مورد  در  داده  نظر  است.  در  همراه  ها 

برچسببندیدسته  باتری  و  قیمت  دوربین،  گذاری های 

تعدادشده و  به هر دستهبرچسب  اند  مربوط  بندی در های 

شده    مطرح  4های مثبت، منفی و خنثی در جدول  کلاس

  ی هااست. در این پژوهش از دو مجموعه داده، شامل داده

ها  ترکیب داده)  نهایی   یها داده  و (  با برچسب دستی)  اولیه

  برای ارزیابی رویکردهای   (،های دستی و خودکاربا برچسب 

 
45 Hazm 

46 Tokenization 

 پیشنهادی استفاده شده است.

  با روشبرای هر جنبه  ها  تعداد برچسب   -2  جدول

گذاری دستی برچسب   

 خنثی  منفی مثبت جنبه 

 1267 200 340 دوربین 

 1348 117 342 باتری 

 589 135 1083 قیمت

با روش    برای هر جنبهها  تعداد برچسب   -3  جدول

 گذاری خودکار  برچسب

 خنثی  منفی مثبت جنبه 

 415 1184 2774 دوربین 

 634 571 3168 باتری 

 2712 338 1323 قیمت

 

 
 . صورت خودکارها بهگذاری داده روش برچسب  -3  شکل

  هر در  خنثی  و  منفی  مثبت،   های  برچسب  تعداد  -4  جدول

 بندی دسته

 خنثی  منفی مثبت بندی دسته

 1682 1384 1314 دوربین 

 1982 688 3510 باتری 

 3301 473 2406 قیمت

   سازینرمال  -4-3-1

کتابخانهنرمال از  استفاده  با  پردازش سازی  برای  هضم،  ی 

خط فارسی مانند اشکال    زبان فارسی، به تغییرات رایج در

نشانه یا  کاراکترها  میمختلف  نرمال  .پردازدها  شده  متن 

-فاصلهها و نیم گذاریتغییراتی همچون اصلاح فاصله  حاوی

اعداد لاتین به اعداد    ها، حذف تکرارهای زائد حروف و تبدیل

است جمله  . فارسی  مثال،  گوشی  "ی  برای  این  دوربین 

پس    ،"ارزداست و نسبت به قیمت آن می  خیلییییی خوب

خیلی خوب   دوربین این گوشی"ی  سازی به جمله از نرمال

 . شودتبدیل می "ارزداست و نسبت به قیمت آن می

 سازی توكن  -4-3-2

است   word tokenizeی هضم دارای تابعی به نام  کتابخانه

47 Lemmatization 
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متن فارسی طراحی شده    سازیطور خاص، برای توکنکه به

روجی آن  شود و خبه این تابع متن ورودی داده می  .است

ترتیب، اینبه  .دهنده متن استهای تشکیلتوکن   لیستی از

توکن پردازشاز  و  تحلیل  برای  حاصل  می  های  توان متن 

 . استفاده کرد

  هاافزایش داده  -4-3-3

چالش از  طبیعیها  یکی  زبان  پردازش  رویکردهای  ،  در 

داده داده  .است  فارسی   یهاکمبود  برای  افزایش  راهی  ها 

است چالش  این  با  می  .مقابله  را  با    توانتصویر  راحتی  به 

نویز افزایش داد؛ اما   افزودنچرخاندن، استفاده از فیلترها و 

های متنی، با توجه به پیچیدگی زبان،  با داده  در زمینه کار

داده استافزایش  دشوار  از  .ها  اینجا    های روش   در 

افزایشمتوازن  و  شده   هاداده  سازی  روش   .است  استفاده 

قدرتمند    از چهار عملیات ساده ولی   48ها داده  آسان  افزایش

مترادف جایگزینی  تصادفی   ،49شامل    جاییبهجا  ،50درج 

تصادفی   51تصادفی  حذف  است  52و  شده   برای  . تشکیل 

  nlpaugها از کتابخانه  داده  آسان  از روش افزایش  استفاده

نتایج استفاده از هر کدام    5در جدول    .هره گرفته شده استب

این عملیات زبانی از  بیان  ها روی مدل  با    .شده است  برت 

تصادفی برای   جاییآمده، از روش جابهدستتوجه به نتایج به

است  یبقیه شده  استفاده  جدول    .رویکردها  تعداد    6در 

از  داده پس  عملیاتها  از  استفاده  با    جایی جابه  افزایش، 

 . شده است های نهایی به تفکیک بیانتصادفی، روی داده

 ها روی مدل زبانی برت نتایج افزایش داده   -5جدول  

 قیمت باتری  دوربین  عملیات

 10/80 43/77 5/70 جایگزینی مترادف

 61/82 77/87 20/75 درج تصادفی 

 32/90 88/93 12/83 تصادفیجاییجابه

 90/79 40/83 30/72 حذف تصادفی 

ها با روش  ها پس از افزایش داده تعداد برچسب   -6جدول  

 تصادفی  جاییجابه 

 اولیه خنثی  منفی مثبت جنبه 
تعداد 

نهایی پس 

 از افزایش 
 9163 6180 3348 2701 3114 دوربین 

 10730 6180 3940 3280 3510 باتری 

 8910 6180 3301 3203 2406 قیمت

 
48 Easy Data Augmentation (EDA) 
49 Synonym 
50 Random Insertion 
51 Random Swap 

 مشخصات سیستم  - 4- 4

سازی رویکردهای پیشنهادی در این پژوهش از برای پیاده

گوگل است  استفاده  کولبسرویس  پژوهش،   .شده  این    در 

گیگابایت    12سازی دارای  سرویس مورد استفاده برای پیاده

سازی، دو پردازنده  ذخیره  گیگابایت فضای   100حافظه رم،  

Intel Xeon   و پردازنده گرافیکیNVIDIA Tesla است . 

 تحلیل و ارزیابی رویکردهای پیشنهادی   -5- 4

سازی رویکردهای پیشنهادی،  در این پژوهش برای پیاده

 Sparse،Categorical Crossدر تمام اجراها ازتابع هزینه  

Entropy   بهینه چندکلاسه،  مسائل  برای  ساز  مناسب 

Adam  نرخ است  00001/0یادگیری  و  شده    . استفاده 

و    3/0های ارزیابی  های آزمون و دادههمچنین نسبت داده

ها نیز  تعداد دوره  . در نظر گرفته شده است  k-fold  ،5مقدار  

استل  10و    5  ، 1مقادیر   شده  معیارهای    .حاظ  ادامه،  در 

به   مربوط  جزییات  پژوهش،  این  در  استفاده  مورد  ارزیابی 

از آنپیاده نتایج حاصل  از رویکردها و  با  سازی هرکدام  ها 

 .شده استهای اولیه و نهایی بیانداده

 معیارهای ارزیابی   -4-5-1

در این پژوهش برای ارزیابی عملکرد رویکردهای پیشنهادی  

 .ستفاده شده استا F154امتیاز  و  53از دو معیار ارزیابی صحت

  . شده استاین معیارها بیان  محاسبهنحوه    4تا    1 در روابط

هایی است که به درستی در  عداد نمونهت  TPدر این روابط،  

و   مثبت  نمونه  FPکلاس  در  تعداد  اشتباه  که  است  هایی 

مثبت شده  کلاس  داده    عداد ت  TN  همچنین  .اندتشخیص 

عداد  ت  FN  هایی است که به درستی در کلاس منفی و نمونه 

کلاس منفی تشخیص داده    اشتباه درهایی است که  نمونه 

 . اندشده

های صحیحی است که مدل دهنده درصد نمونهصحت: نشان

است داده  به  .تشخیص  معیار  تعداد این  نسبت  عنوان 

پیشبینیپیش کل  تعداد  به  صحیح  ارائهبینیهای   ها 

بینی  شود و به این معناست که مدل تا چه اندازه پیشمی

 . درست داشته است

-های درست تشخیص دادهنسبت تعداد نمونه  :55فراخوانی  

واقعی در یک کلاس را نشان    هایده به تعداد کل نمونهش

 . دهدمی

52 Random Deletion 
53 Accuracy 
54 F1-Score 
55 Recall 
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های واقعی که به درستی در یک  نسبت تعداد نمونه:   56دقت 

 . اندداده شده کلاس مشخص تشخیص

عصبی  پیاده   - 4-5-2 شبکه  رویکرد  ارزیابی  و  سازی 

 پیچشی 

عصبی  پیاده  برای شبکه  طبقه   پیچشیسازی  بندی برای 

کتابخانه   از  شده  ستفاده  ا  Tensorflow  و  Kerasمتن، 

و   Softmaxو    Reluسازی  گیری از توابع فعالبا بهره  .است

ارزیابی  ابر  تنظیم و  داده  آموزش  مدل  مربوط،  پارامترهای 

است جدول    .شده  به    پارامترهایابرمقادیر    7در  مربوط 

   .است آمده  پیچشیشبکه عصبی 
 پارامترهای شبکه عصبی پیچشیابر   -7  جدول

 پارامتر
  یمقدارها

 شده ش یآزما

  نهیمقدار به

 شدهانتخاب

 3 3،4،5 سایز فیلتر 

 128 32،64،128 اندازه فیلتر

 64 64،128،256 اندازه دسته 

 5/0 3/0، 5/0، 7/0 تصادفی نرخ حذف 

جدول   عصبی    8در  شبکه  رویکرد  روی   پیچشینتایج 

منظور از متوازن    .گزارش شده استدوره    1های اولیه با  داده

روی   ها است که در صورت اعمالهمان روش افزایش داده

  "خیر"ها با  و در صورت عدم اعمال روی داده  "بله"ها با  داده

صورت دهد که بهنتایج حاصل نشان می  .مشخص شده است

بهترین    یافتههای افزایشکلی، رویکرد مورد نظر روی داده

 .داشته است جنبهعملکرد را در هر سه 

 های اولیه روی داده   پیچشینتایج شبکه عصبی    -8جدول  

 F1امتیاز صحت  متوازن  جنبه 

 دوربین 
 66/61 71/80 خیر

 79/81 83/97 بله 

 باتری 
 15/68 67/85 خیر

 75/82 46/97 بله 

 قیمت
 23/66 20/93 خیر

 10/81 98 بله 

 
56 Precision 

جدول   عصبی    9در  شبکه  رویکرد  روی   پیچشینتایج 

با  داده نهایی  است  دوره  10و    5های  نتایج    . گزارش شده 

عصبی    دهد که در مجموع رویکرد شبکهحاصل نشان می

دادهپیچشی روی  افزایش،  با  های  بهترین    دوره   10یافته 

توان  بنابراین، می  .جنبه داشته است  عملکرد را در هر سه

افز روش  که  گرفت  دادهنتیجه  آسان  با ایش  عملیات    ها 

ها، تأثیر مثبتی  سازی دادهمتوازن   برایتصادفی،    جاییجابه

 . داشته و باعث بهبود نتایج شده است عملکرد مدل  در

 های نهاییروی داده   پیچشینتایج شبکه عصبی    -9  جدول

 10 5 دوره 

 F1امتیاز صحت  F1امتیاز صحت  متوازن  جنبه

 دوربین 
 75/ 42 95/ 90 69/ 92 78/ 58 خیر

 77/ 45 97/ 92 77/ 41 92/ 82 بله 

 باتری 
 71/ 31 87/ 09 61/ 45 81/ 45 خیر

 80/ 17 97/ 43 79/ 99 93/ 85 بله 

 قیمت 
 80/ 89 95/ 51 84/ 74 80/ 48 خیر

 94/88 66/98 78/ 48 91/ 25 بله 

نمودار ارزیابی دقت و هزینه    (6)و    (5)  ، (4)  یهادر شکل

عصبی   داده  پیچشیشبکه  روی  جنبه  سه  هر  های  برای 

که در    همانطور .شده نمایش داده شده استنهایی و متوازن

های  هر سه نمودار ارزیابی دقت مشخص است، در طی دوره

دقت  بین  اختلاف  آموزش   ابتدایی،  دقت  و  اعتبارسنجی 

پس از سومین   . داده استبرازش رخ دهد که بیشنشان می

دقت اعتبارسنجی شروع به همگرایی با دقت آموزش   دوره،

آموزش مدل است    دهنده تثبیتاین همگرایی نشان  .کند می

 . دهنده به خوبی عمل کرده استعنوان یک تعمیم و مدل به

 
  پیچشینمودار ارزیابی دقت و هزینه شبکه عصبی    -4  شکل

 های نهاییبندی دوربین روی داده در دسته

(1) Accuracy= 
TP + TN

TP
 

(2) Recall= 
TP

TP + FN
 

(3) Precision=
TP

TP+FP
 

(4) F1-Score=2*
Precision*Recall

Precision+Recall 
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  پیچشینمودار ارزیابی دقت و هزینه شبکه عصبی    -5  شکل

 های نهاییروی داده   باتریبندی  در دسته

 
  پیچشینمودار ارزیابی دقت و هزینه شبکه عصبی    -6شکل  

 های نهاییداده   روی  قیمتبندی  در دسته

 سازی و ارزیابی رویکرد برت پیاده  -4-5-3

از از مدلی  برت  رویکرد  روی  آموزش پیشدر    نظرهای دیده 

دیجی بستر  کالا،کاربران  شده  استفاده    57فیسهاگینگ  در 

  آموزشی برای پژوهش در زمینهفیس بستری  هاگینگ  .است

است طبیعی  زبان  از    .پردازش  برت  مدل  از  استفاده  برای 

در جدول    .شده است  استفاده  Transformersی  کتابخانه

در    است.   آمده   برت مدلمربوط به    پارامترهایابرمقادیر    10

از از یک مدل برت  دیده برای  آموزش پیشادامه با استفاده 

های اولیه و نهایی  ترنسفورمر، داده  برمبتنیزبان فارسی و  

ارزیابی شده است نتایج رویکرد    11در جدول    .روی مدل 

نتایج   .گزارش شده است دوره  5های اولیه با برت روی داده

می  حاصل دادهنشان  روی  برت،  رویکرد  که  های  دهد 

 . جنبه داشته است  یافته بهترین عملکرد را در هر سهافزایش

و   1های نهایی با  نتایج رویکرد برت روی داده  12  جدولدر  

است. نتایج حاصل از این رویکرد نیز   گزارش شده  دوره  5

می روینشان  برت،  رویکرد  مجموع  در  که  های  داده  دهد 

عملکرد را در هر سه جنبه    بهترین  دوره  5یافته با  افزایش

 
57

 Hugging Face 

  ایش توان نتیجه گرفت که روش افزمی  داشته است. بنابراین،

جابهدادهآسان عملیات  با  برای  جاییها   تصادفی، 

ها، تأثیر مثبتی روی عملکرد این مدل نیز  سازی دادهمتوازن 

 .شده است داشته و باعث بهبود نتایج

 برت   ابرپارامترهای مدل  -10  جدول

 ابرپارامتر
مقدارهای  

 شده آزمایش 

مقدار بهینه  

 شدهانتخاب

 64 64،128،256 اندازه دسته 

حداکثر طول  

 58ورودی
128،256،512 256 

-نرخ حذف 

 تصادفی
7/0 ،5/0 ،3/0 5/0 

 های اولیه نتایج مدل زبانی برت روی داده   -11 جدول

 F1امتیاز صحت  متوازن  جنبه 

 دوربین 
 78/68 48/73 خیر

 96/82 12/83 بله 

 باتری 
 45/68 11/76 خیر

 10/93 88/93 بله 

 قیمت
 83/74 27/77 خیر

 31/90 32/90 بله 

 های نهایینتایج مدل زبانی برت روی داده   -12  جدول

 5 1 دوره 

 F1امتیاز صحت  F1امتیاز صحت  متوازن  جنبه

 دوربین 
 89/ 68 88/ 76 88/ 88 88/ 29 خیر

 93/ 04 91/ 86 90/ 37 90/ 34 بله 

 باتری 
 92/ 14 92/ 43 91/ 71 91/ 93 خیر

 36/96 11/95 93/ 71 93/ 52 بله 

 قیمت 
 89/ 20 90/ 13 89/ 18 89/ 85 خیر

 93/ 46 92/ 77 90/ 86 90/ 55 بله 

   تکستسازی و ارزیابی رویکرد فست پیاده - 4-5-4

از کتابخانه  سازی مدل فستپیاده  برای   FastTextتکست 

استا شده  تنظیم  .ستفاده  مدل  ابر  با  مربوط،  پارامترهای 

  این فرآیند   .ارزیابی شده استها آموزش داده و  روی داده

ای است ها به گونههای مدل و تنظیم آنشامل ارتقاء وزن

برای این منظور   . کند  بندیمتن را به درستی دسته  ، که مدل

نتایج    3مقدار    کهدر نظر گرفته شده    3  و  n-gram،  2مقدار  

به داشتهبهتری  جدول    .است  همراه  رویکرد    13در  نتایج 

58 Max Sequence Length 
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گزارش شده   دوره  5و    1های نهایی با  تکست روی داده فست

اساس  .است همانندفست  رویکرد  ،نتایج  بر  نیز  دو    تکست 

یافته بهترین عملکرد را های افزایشرویکرد دیگر، روی داده

توان نتیجه گرفت بنابراین، می  .است  در هر سه جنبه داشته

عملکرد این   ها تأثیر مثبتی رویدادهآسانکه روش افزایش

 . مدل نیز داشته و باعث بهبود نتایج شده است

های  تکست روی داده نتایج مدل زبانی فست  -13  جدول

 نهایی

 5 1 دوره 

 F1امتیاز صحت  F1امتیاز صحت  متوازن  جنبه

 دوربین 
 67/ 70 72/ 78 60/ 73 69/ 34 خیر

 80/ 42 82/ 67 72/ 17 78/ 61 بله 

 باتری 
 70/ 77 75/ 63 69/ 50 70/ 23 خیر

 84/ 30 85/ 79 77/ 97 82/ 63 بله 

 قیمت 
 73/ 08 75/ 54 72/ 52 74/ 27 خیر

 30/89 13/90 76/ 15 83/ 83 بله 

 جمع بندی و مقایسه رویکردها  - 6- 4

  احساسات و در این پژوهش، از سه رویکرد مختلف تحلیل  

بندی متن از نظر احساسات مثبت، منفی و خنثی در  طبقه 

همچنین   . استفاده شدقیمت    دوربین، باتری و   یجنبه سه  

در  ها، تأثیر آن  سازی دادههایی برای متوازن با بررسی روش

عنوان یک مدل زبانی برت به  .شد نتایج هر رویکرد بررسی  

زبان   پردازش  در  قدرتمند  شدهمعماری  شناخته   طبیعی 

است و در بسیاری از رویکردهای حوزه زبان طبیعی کارآمد  

معماری  .است پیچیدگی  دلیل  بالای    به  تعداد  و  برت 

تکست های فستپارامترها، سرعت اجرای آن کمتر از روش 

از   بنابراین، آموزش و استفاده  .است  پیچشیعصبی    و شبکه

 .یشتری استمحاسباتی ب  مدل برت نیازمند زمان و منابع 

 را  بهترین نتایج ،  در این پژوهش، با استفاده از رویکرد برت

؛ با این حال زمان  جنبه داشتدر هر سه    F1امتیاز  از نظر

دقیقه   160بیش از    جنبههر    اجرا برای آموزش و ارزیابی در

است عصبی    .شده  به  پیچشیشبکه  روشی  نیز  عنوان 

و طبیعی  زبان  پردازش  حوزه  در  مانند    قدرتمند  کارهایی 

دسته و  احساسات  قرار تحلیل  استفاده  مورد  متن  بندی 

این  .گیردمی ساده  معمولا  ساختار  دلیل  به  و  رویکرد،  تر 

به  نسبت  بالاتری  اجرای  سرعت  پارامترها،  کمتر    تعداد 

در مقیاس    پیچشیبنابراین، شبکه عصبی    .رویکرد برت دارد

در    . تر اجرا شودسریع  تواندمی  های بیشتر،بزرگتر و با داده

 ،صحتاین پژوهش، با استفاده از این رویکرد، از نظر معیار  

زمان اجرا   .دست یافتیم  جنبه به بهترین نتایج در هر سه  

  100نیز در بازه زمانی    جنبههر    برای آموزش و ارزیابی برای

به    120الی   نسبت  که  گرفته  قرار  زمانمدل  دقیقه   برت 

استمطلوب خروجی  به  رسیدن  برای  زبانی   .تری    مدل 

تکست روشی سبک برای پردازش زبان طبیعی است فست

مانند بردارسازی کلمات، تحلیل احساسات    و برای کارهایی 

های با  داده  این روش با  .شودبندی متن استفاده میو طبقه

ک  خوبی  به  زیاد  با  ار میحجم  را  قبولی  قابل  نتایج  و  کند 

در این پژوهش، با استفاده از این    .دهد سرعت بالا ارائه می

مزیت    .دست آمدبهخوبی در هر سه جنبه    رویکرد نیز نتایج

استفاده از این روش، زمان اجرای بسیار کم آن است و زمان  

ثانیه   10کمتر از  جنبه  ارزیابی برای هر    اجرا برای آموزش و

بسیار خوبی    ه است که نسبت به دو رویکرد قبلی، زمانشد

است خروجی  به  رسیدن  عصبی مدل  .برای  شبکه  های 

فست و  برت  ترتیب پیچشی،  به  حالت  بهترین  در  تکست 

  F1  امتیازدرصد را با معیار    30/89و    36/96،  94/98مقادیر  

 کسب کردند. 

 گیری و پیشنهادها نتیجه -5
خود را در مورد موضوعات   نظرهایمردم در سراسر جهان،  

سیاست و مسائل روز    ها، محصولات،مختلفی همچون فیلم

های اجتماعی به اشتراک دنیا در بسترهای اینترنتی و رسانه 

بندی خودکار این  تحلیل احساسات برای طبقه   .می گذارند

استفاده  یا خنثی    عنوان احساس مثبت، منفی و احساسات به

  تحقیقات زیادی تاکنون    در زمینه تحلیل احساسات  .شودمی

فارسی    هایداده  روی زبان  برای  اما  شده؛  انجام  انگلیسی 

ژوهش تلاش  در این پ   .گرفته است  کارهای کمتری صورت

تا  به  شد  روشبا  پیشکارگیری  برای  مناسب   پردازشهای 

عصبی داده شبکه  رویکردهای  از  استفاده  و  فارسی    های 

مدل  پیچشی وو  برت  زبانی  تحلیل  فست  های  تکست، 

در   نظرهایاحساسات   همراه  تلفن  مورد  در  کاربران 

قیمت در وب  هایجنبه  و  باتری  کالا  سایت دیجیدوربین، 

های مختلف جنبه   به  با توجهتحلیل احساسات    .شودانجام  

  کاربران  نظرهایتری از  کند تا تحلیل دقیقبه ما کمک می

 .رک بهتری از نیازهای مشتریان داشته باشیمو همچنین د

های گوناگون از یک تلفن  جنبه  براین، منجر به شناختعلاوه

 .شودهمراه مانند کیفیت دوربین، عمر باتری و قیمت آن می

داده راستا،  همین  مبتنیدر  و  ها  جنبه  اساسبر  سه   بر 
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خنثی و  منفی  مثبت،  این   .شدگذاری  برچسب   احساس 

 کاربران و همچنین  نظرهایدرک بهتر عقاید و    برایپژوهش  

مثبت، منفی    نظرهایبینی  ها برای پیشاستفاده از این داده 

برای ارزیابی عملکرد رویکردهای    .و خنثی انجام شده است

داده شامل  داده  مجموعه  دو  از  اولیهپیشنهادی،  با    های 

ها با  ب دادههای نهایی با ترکیگذاری دستی و دادهبرچسب 

یکی از   .استفاده شده است گذاری دستی و خودکاربرچسب 

ها  های موجود در این پژوهش، عدم توازن بین دادهچالش

بوده استکلاس  در و خنثی  به همین   .های مثبت، منفی 

متوازن  برای  در جنبه سازی  منظور،  دسته  ها  از  هر  بندی، 

بهره گرفته    های نهایی های افزایش داده نیز روی دادهروش

های پیشنهادی، دقت  در نهایت با استفاده از مدل  .شده است

مثبت، منفی و خنثی در    نظرهایبسیار بالایی در تشخیص 

بههر   که   .آمددست  جنبه  است  آن  از  حاکی  نتایج  این 

پیش  های مدل در  نظر  احساسات  مورد  -به  نظرهای بینی 

که شبکه    دهد همچنین نتایج نشان می  . اندخوبی عمل کرده

، از نظر معیار صحت، عملکرد بهتری نسبت پیچشیعصبی  

به  .داشته است  به رویکردهای دیگر نتایج  آمده در  دستاز 

های مختلف از جمله بازاریابی،  در حوزه   تواناین پژوهش می

   . خدمات مشتریان و توسعه محصولات بهره برد

 كار آینده  -6
دل دسترس   تیمحدود  لیبه  داده  یدر  مجموعه    ی هابه 

آ  ،متنوع فراهم  ندهیدر  دادهبا  مجموعه   شتر،یب  یهاشدن 

انجام خواهد شدمتنوع   ی هادامنه  ی رو  ها مدل  سهیمقا .  تر 

های  تر به شبکه های عمیقافزودن لایه  توان بامیهمچنین  

بیشتری در تشخیص احساسات دست پیدا    به دقت  پیچشی

از دادههمچنین می  .کرد استفاده  با  بیشتر و در  توان  های 

های  استخراج برخی از جنبه   های بیشتر، بهجنبه نظرگرفتن  

و   پرداخت  یک سری کالاهای خاص  روی  تمرکز  و  کیفی 

را    تأثیر کالا  نوع  و  زمان  گذر  همچون    در پارامترهایی 

بررسی احساسات  تحلیل  تحلیل   .کرد  رویکردهای  با 

از    نظرها احساسات   بهتر  درک  و  کاربران  بازخوردهای  و 

-سازیصورت شخصیتوان بهها، میآن  های نیازها و خواسته 

با  مثال،    عنوانبه   .ها ارائه دادآن   شده پیشنهادهایی را برای

می  توجه مشتریان،  احساسات  تحلیل  نتایج  توان به 

 . ها پیشنهاد کردجلب رضایت آن برایمحصولات مرتبط را 

 تاییدیه اخلاقی
شوند که مطالب این مقاله  را  در هیچ  نویسندگان متعهد می

 مجله دیگری به چاپ نرسانده اند. 

 تعارض منافع
م  سندگانینو د  دنکنی اعلام  اکه  انتشار  مورد  مقاله    نیر 

 .منافع وجود ندارد تعارض

 سندگانینو یهامشاركت

به نویسندگان  جنبه   صورتهمه  همه  در  این  یکسان  های 

 پژوهش مشارکت کردند. 
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